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Executive Summary

Thisfinal WP4 deliverablesummarizes all developments and describes design decisions made to
ensure SLICHS interoperability and integration with EOSC and with other Rls and testbeds to enable
new technologies anthrge-scaleexperimentation. The deliverable describes work dogehe SLICES

DS project in developing architecture and technical solutions for integration and compatibility of the
SLICERI with EOSC and other testbeds well asthe adoption of the FAIR datgprinciples in
experimental datananagement.

The deliveralde includes a short summary © the SLICES Interoperability Framework and
recommendations to SLICES Architecture related to internal and external infrastructure
interoperability for experimental data management and also interoperability with EOSC andadxtern
RIS that may include cloud and edge computing, data centre access network, distributed data network,
0T sensor networks, terrestrial network infrastructure, radio access network.

The deliverable providesn overview and reports on thassessment of the cloud native solutions and
development platforms to ensure interoperability and fast integration of the SLICES services and
infrastructure with EOSC and external RIs. A hybrid cloud deployment model is suggested that allows
using public lbuds such as AWS or Azure for development and solution testing, also for rapid
experimentation, and distributed private cloud infrastructure to be created by SLICES that would be
used primarily for running internal experimental infrastructure and suppgrtexperimental data
management. In this context, the deliverable aysals DevOps and cloud integration tools to define
and manage design patterns for interoperability and integration. Basic design patterns to support
interoperability and integration havdeen identified and tested in the laboratory development
environment. Code examples are provided in appendices avaidlable on the WP4 development
github.

The deliverable angées the required infrastructure and data management components to support
the whole experimental research lifecycle and corresponding data management infrastructure and
services. This includes both experiment workflow description, data modeling, and experimental data
management starting from the data collection and storing to dat@rocessing, data
lineage/provenancegand data publication or archiving. Special attention is given to using experiment
workflow definition and data description that allow for experiment reproducibility and portability.
Options with github, Jupyter Notebosland Common Workflow Language (CWL) were discussed.

The D4.5 Deliverable summarises requirements and proposed solutions for SLICES general data
management services, procedures and policies, including metadata definition, management and
publication/regig¢ration with a focus on Open Science and FAIR data principles adoption and
compliance. The deliverable also reports on the updates made to the Data Management Plan
(delivered in D4.1 in M&)ased onthe best practices in the DMP specification among European Ris
and EOSC.

The presented results on the interoperability and integration with EOSC and external Rls, adoption of
the FAIR data principles in the SLKREBave been supported by the activeatwement of the project
partners in the activitpf EOSC, other related European and international initiatives to ensure the best
use of existing services for the research community as well as smooth data sharing to increase the
efficiency of research aralddress needs of the European research community.
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1. Introduction

Thisfinal WP4 deliverable summarizes all developments and describes design decisions made to
ensure SLICH8interoperability and integration with EOSC and with other Rls and testbeds to enable
new technologies anthrge scaleexperimentation.Thedeliverabé describes work done by the SLICES

DS project in developing architecture and technical solutions for integration and compatibility of the
SLICERI with EOS@nd other testbedsFAIR data management infrastructure and external Rls.

The final deliverableis based on the analysis and proposed solutions presented in the previously
submitted Deliverables D4.2 SLICES infrastructure and services integration with EOS@enand
ScienceD4.3 Definition of the SLICES metadata profiles to support FAIR princigl@&4ah SLICES
infrastructure articulation with NGI and international testbeds.

The main focus iWP4 vas on the interoperability with EOSC services that primarily include data
exchange and sharing compliant with the FAIR data principles, EOSC serasssadgublication of
the future SLICES services in the Catalog maintained by EO®$@4gatidd byEGI on behalf of EOSC).

The DA4.5Deliverableincludesa short summary 6 the SLICES Interoperability Framework and
recommendations to SLICES Architecture related to internal and external infrastructure
interoperability for experimetal data management and also interoperability with EOSC and external
RIS.

Aspects related to irfroperability and integration with external Rls include both infrastructure aspects
and data exchange and sharing during the distributed and {aogdée experiments that may include
cloud and edge computing, data centre access network, distributed dateonet|loT sensor networks,
terrestrial network infrastructure, radio access network.

The deliverablgrovidesan overview and reports on the assessment of the cloud native solutions and
development platforms to ensure interoperability and fast integratiminthe SLICES services and
infrastructure with EOSC and external RIs. A hybrid cloud deployment model is suggested that allows
using public clouds such as AWS or Azure for development and solution testing, also for rapid
experimentation, and distributed prate cloud infrastructure to be created by SLICES watld be

used primarily for running internal experimental infrastructure and supporting experimental data
management. In this context, the deliveraldealyseDevOps and cloud integration tools tofohe

and manage design patterns for interoperability and integration. Bas#igd patterns to support
interoperability and integrationhave beenidentified andtested in the laboratory development
environment. Code examples are provided in appendices amdilable onthe WP4 development
github.

The deliverableanalyseghe required infrastructure and data management components to support
the whole experimental research lifecycle and corresponding data management infrastructure and
services. This includesth experiment workflow description, datamodelling and experimental data
management starting from the data collectionand storing to data processing, data
lineage/provenance and data publication or archivi8gecial attention is given to using experime
workflow definition and data description that allow for experiment reproducibility and portability.
Options with github, Jupyter Notebooks and Common Workflow Language (CWL) were discussed.
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The D4.5 [2liverable summarises requirements amdoposed solutions for SLICES general data
management services, procedures and policies, including metadata definition, management and
publication/registration with a focus on Open Science and FAIR data principles adoption and
compliance.

The deliverablalso reports on the updates made to the Data Management Plan (delivered in D4.1 in
M®6). This includes the adoption of the best practiceh@DMP specification among European RIs and
EOSC, better data stewardship functions definifmmexperimental dad managementaind update on
privacy and ethics.

Thepresented result®n the interoperability and integration with EOSC and external Rls, adoption of
the FAIR data principles in the SLKRE&ve beersupported bythe activeinvolvement of the project
partners in the activity of EOSC, other related European and international initiatives to ehsurest

use of existing services ftine research community as well as smooth data sharing to incrédase
efficiency of research aralddress needs of the Europe research community.

2. SLICEmteroperability Framework and supporting infrastructure elements

2.1.SLICES Interoperabiliramework

SLICES Interoperability Framew(Bk ICER-)is proposed in the Deliverable D4.2 and defined a set of
requirements infrastructure services and recommendatidosensure SLICHS interoperability and
future services integration with EOSC services and infrastructureSOI@ES-consides SLICERI as
aprogrammable and remotely accessible digital res@anfrastructure comprising of geographically
distributed compute, storage and networking (wired and wireless) elements. From the use case
perspective, SLICES wil primarily enable large scale experimental reseainhthe following
categories:

9 Distributed cloud/edge computingunder this category, experiments regarding infrastructure
operation and management are considered (e.g., management of virtualized resources), as
well as applications of Machine Learning and Artificial Intelligence that can eudistributed
manner (e.g., Federated Learning)

9 loT verticals under this category of experiments regarding applications and ubiquitous I0T
networking, interoperability of sensor infrastructure and integration of 10T infrastructure with
the rest of the stack are envisioned to take place

1 Wired/wireless networking experiments regarding prototyping next generation protocols for
network interconnection (e.g., researching new waveforms and new frequencies, spectrum
and wireless network management, formation of Heterogeneous networks) are foreseen
under this category.

Figurel illustrates architectural elements of the IBEESF to support the listed above requirements.

The left side illustrates the main components of the computeragie network infrastructure which
implementation will use cloud based and cloud native services model that allows services composition
and deployment on demand benefiting fronth management and monitoring functionality of the
modern cloud platforms, botipublic and privateThe right side of the figure illustrates experimental
facilities and testbeds which access for the research community will be provided by -BLIGHS
verticals and edge computing, industrial automation testbeds and Al enabled sstvic
experimentation facilities for Radio Access Network, external RIs and testbeds.
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The core SLICES infrastructure services will ensure smooth services integration, resources
management and owlemand provisioningWhen using cloud native services model commonly
accepted in 5G and modern networking technologies, all use cases caonii@ned in acommon
services provisioning and orchestration model using cloud base@&dgebased services and
microservices, benefitop fromwell-developedcloud automation and DevOps practices supported by
industry accepted service architecture andmerous development and management platforms.

USERS

Mobil ;|

i
Federated AAI Hi € EH
edge (s

Resource

Accounting

Resource

SLICES APIs
LICES APIs

Computing and

Resource

Resource

\_SLICES Infra& /

Figurel ¢ SLICERI infrastructure components

The proposed iD4.2 SLICES Interoperability Framework enables the following features:

I.  Support integration into a distributed paBuropean research infrastructure that shall be
accessible remotely.

II.  Allow deploying and operating large scale maite experiments on SCES infrastructure,
including external services and interaction with other Rls and testbeds.

.  Use well defined, where possible standard, interfaces/APl that support both
services/resources interaction and data access and shagiggrésearch data, compitg and
storage modules, providers and users)

IV. Comply with the FAIR data principles where interoperability is essential to ensure that the
SLICES data can be integrated with the scientific workflows for analysis, storage and processing

V. Interaction with EOSC and other RIs to allow external services to be used in-SBLEDES
SLICERI services are accessible by external Rls and researchers; the goal is to consolidate the
scattered experimental facilities and European research infrasirest

SLICE® defines four groups dhteroperability recommendatiors in compliance with the EOSC
Interoperability framework:

1 Technical interoperabilityis defined as the ability of different information technology systems
and software applications tooenmunicate with each other and seamlessly exchange data.

6
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1 Semantic interoperabilityrefers to the ability that the exchanged data to be understood well
and have a common meaning across different entities of the EOSC ecosystem.

i Organizational interoperabity is focused on the alignment of organizational policies,
functions, responsible people, documentation and processes across different EOSC service
providers. The main emphasis is on defining a governance framework to achieve cross
organizations and crossiscipline interoperability.

1 Legal interoperabilityprimarily concerns data access governed by various forms of intellectual
property rights (e.g., licensing, copyrights, etc.), general data protection regulation (GDPR),
private and sensitive data and abling legal instruments.

A detailed list of alrecommendationsis provided inTablel, which is derived from the EOS$E
recommendations, while later in this document, we will focus on the technical and semantic
interoperability that are relevant to experimental infrastructured data management services.

Tablel ¢ SLICES Interoperability Framework Recommendations

Layer Recommendation

Technical (services by 1 Openspecifications folSLICESsvicespublished on the SLICES Poi

not yet infra) (adopting and ensuring interoperability with EOSC serv
description)

1 A common security and privacy framework (including Authorisa
and Authentication Infrastructure).

1 Easyto-understand Servickevel Agreements for laBBLICE&source
providers.

1 Easy access to data sources available in different formats.

9 Coarsegrained and finggrained dataset (and other research objec
search tools.

1 Interoperability and integration with theeOSC Plinfrastructure,
compliance with BSC PIpolicy.

Semantic (Metadata) | I Clear and precise, publiehvailable definitions for all concept
metadata and data schemas.

1 Semantic artifacts, preferably with open licenses.
1 Associated documentation for semantic artifacts.
1 Repositories of semantic artifacts, rules with a clear governe

framework.
1 A minimum metadata model (and crosswalks) to ease discovery
existing federated research data and metadata.

1 Extensibility options to allow for disciplinary metadata.
9 Clear praocols and building blocks for the federation/harvesting
semantic artifacts catalogues.
Organisational 1 Interoperabilityfocused rules of participation recommendations.
1 Usage recommendations of standardised data formats anc

vocabularies, and wittheir corresponding metadata.
1 Clear management of permanent organisation names and functio

www.slices-ds.eu
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Legal

=a =4

=A =

=A =

=A =

Standardised human and machineadable licenses, with
centralised source of knowledge and support on copyright
licenses.

Permissive licenses for metata (and preferably for data, wheneve
possible) whereis CCO preferred over CC BY 4.0.

Identification of different parts of a dataset with different licenses.
Clearly marked instances of expired or pexistent copyright, as we
as for orphardata.

Compatibility with EOS@commended licenses and hosting natior
regulations.

Tracking of license evolution over time for datasets.

Harmonised policy and guidance to dealing with cases where pe
filing or trade secrets may be compromised by dgstlre.
GDPRompliance for personal data.

Additional restrictions on access and use of data only applied in ¢
of applicable legislation or legitimate reasons.

Harmonised terms of use across repositories

Alignment between Member States national legiglas and EOSC.

Figure2 illustratesa conceptual view of th&UCESF to support listed above cemmendatiors that

include both SLICHS core services and services to support technical and semantic interoperability

SLICES Compound/composable services for verticals

= Resource discovery and description
= Resource reservation

= Resource configuration

= Resource monitoring and profiling

SLICES Core services

* Experiment control and orchestration

* Automated experiment code generation

* Experiment data validation and
Correlation with other experiments

* User and group management
* Accounting and Billing Data storage

+ Dashboard
+ Documentation Data PID

Data transfer
Data management services

Legal interoperability

Organizational interoperability

Technical interoperability Semantic interoperability

AAl
PID

* Metadata catalogue
* Semantic catalogue

Metadata = Mapping/translation of semantic and metadata

Security
APls
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The followingdesign principlesnd common building bloclkare defined andhouldbe implemented
in the SLICERI to ensure interoperability and integration with EOSC and exterrial Rls

For services interoperability

a) Common services model that uses REST services as building blocks

b) Correspondingly, services interactions are done via formally defined and published Application
Programming Interfaces (APIs) implementing HTTP based REST protocol

c) Authentication and Authoration Infrastructure (AAI) and Identity Provider (IDP) supporting
standard credentials formats and protocols such as SAML 2.0, OpenID Connect, OAuth 2.0 and
X.509v3, which are supported in EOSG AAI

d) Cloud native and container based microservices architecas a platform for services design,
integration, deployment and operation supported by portable design artifacts

For data interoperability

a) FAIR Digital Object (FDO) for effective data discovery and management, including FDO policy
defined for specit SLICERI experimentation domains

b) Persistent IDentifiers (PID) and supporting infrastructure for reliable data access and transfer

c) Common metadata models and formats

d) Experiment description using standard markup format or executable object is pros&iad
part of metadata to ensure full reproducibility and mobility

e) Metadata registry to support FAIR data access and sharing

f) Semantic artifacts to support consistent and interoperable data/metadata definition and
rendering for basic use cases and experitse

¢CKS tfFGF2NY wSASEFNOK LYFNFadNHzZOGdzNE Fa | { SNDA
research paper can be used for the practical implementation of the SLICES Interoperability
FrameworkRefer toAppendix A. The Platform Research Infrastructure as a Service (H&daa$)ort

summary on PRlaa8& section4.1for its relevance to experimental infrastructure workflow

Common building blocks must be supported by services deployment templates and design patterns
organized asa library for future reus and infrastructure servicefor automated experiments
deploymentand managementService deployment templates and popular deployment automation
toolsare discussed in sectidh

2.2.Recommendations taSLICERIArchitecture (WP2)

WP4 and D4.2 primarily focused on technical and semantic interoperability aspects whichrhave
impact on SLICHS Architecture. Bew we summarise the technical aseémantic requirements and
architecture.

11t is assumed that external RIs comply with the general -fayers interoperability mode(defined in the EOSC
Interoperability Frameworkdnd implement the standard REST services model and APIs

2Yuri Demchenko, Cees de Laat, Wouter Los, F@cientific Data Infrastructure: Towards Platform Research Infrastructure
as a Service (PRlaaS), Proc. The International Conference on High Performance Computing and Simulation (HPCS 2020), 10
14 Dec 2020
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Technical interoperability includes the followimgquirements andecommendations:

I.  EOSC recommends that all the services shosdébpen specifications whenever possible;
II. A common security and privacy framework including a common authentication, authorization
mechanisms should be used;
Ill. A clear policy for persistent identifiers (PID) for research data, infrastructure and software
should be defined;
IV. Data should be made ailable in a different format for ease of accessibility.

Semantidnteroperability includes the following requirements and recommendations:

I.  All the concepts, metadata and schemas should use clear, precise and publicly available
definitions which are refeneced with PIDs;
[I. A minimum metadata model should be used to describe all the research data for ease of
discovery;
lll.  Metadata should have extensibility options for the inclusion of domain specific information;
IV.  Semantic artifacts should contain the assoc@i@ocumentation.

2.3.EOSC Services and Resources for SERCES

Implementing SLICHS and compliance with #HEOSAF will ensure interoperability of the SLICES and
EOSC services and will allow using services and resources offered by EOSC cquianbdi§eortal
Marketplace andServices and Resources Catélas part othe general SLICES andin deploying
individual experiments.

At this stage, weseethe benefits of using a wide range of services offered by EOSC and European Ris
in the SLICES infrastructure and experiments, which however cahdserunning and long running

and requiring bothpersistent and ordemand resourcesThe following serviceand resources have

been identified that potentially can be useghd effectively integrated with theSLICE®Bfrastructure

and used ordemand in individual experimen{sefer for details to the EOSC Services and Resources
Catalog)

i EGIFoundation resources:

o EGI DataHub: Access key scientific datasets scalable

o EGI Cloud Compute: Run virtual machinesdemand with complete control over
computing resources

0 EGI Cloud Container Compute: Run Docker containers in a lightweight virtualised
environment

0 EGIHighThroughput Compute: Execute thousands of computational tasks to analyse
large datasets

o EGI Online Storage: Store, share and access your files and their metadata on a global
scale

o0 EGI Checkn: Proxy service that operates as a central hub to conmedérated
Identity Providers (IdPs) with EGI service providers

3 EOSC Market Place websitetps://marketplace.eoseportal.eu/ and https://marketplace.eoseportal.eu/services[Last
accessed 26 August 2022]

10
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1 GEANT Associatiaretwork connectivity services

0 GEANT Open, GEANT Open, GEANT Plus, GEANT Lambgmrft¢dighnce
interconnectivity for the most demanding networking requirements

0 GEANT MDVPN: Increased/pdy and control helping to build effective virtual teams
across borders

o Clouds Service: Ebling Institutions to access virtualised commercial cloud services

0 eduGAIN: Unlocking global research and education collaboration

0 eduroam: Seamless W access for research and education around the world.

1 Other infrastructure servicethat can be used asxternal services at the initial stage of the
SLICERI deployment but should be replacby SLICESvn services at later stage:
o INDIGO Identity and Access Management (IAM), provided by Italian National Institute
of Nuclear Physics (INFN)
o0 B2HANDLE: Didtiited service for storing, managing and accessing persistent
identifiers (PIDs) and essential metadata (PID records) as well as managing PID
namespaces.

To ensure interoperability between SLICES and EOSC information services and smooth data sharing,
the SICESRI is planning to us®penSourceimplementation of the EOSC Catalog for deploying the
SLICES services catalog that can be federated with the EOSC Catalog. Such eajreadpexists in

the EOSC community and some RIs.

Design patterns for consung/integrating EOSC services via development, integration and
deployment tals (CI/CD process) agéscussed in sectiod

2.4.Interaction with external RIs and testbeds

Although EOSCpsovidinga commorcooperativeplatformto facilitate interaction betweefturopean
research infrastructure, osmisations and projects, SLICES will need cooperation with multiple
research and experimental facié outside Europe. The work was done in WP4 and reported in the
Deliverable D4.4 to identify and study existing European and international research infrastructure and
testbeds, which are important fahe future SLICES experimental researcladmanced imastructure

and digital technologiesn particularthe Next Generation Internet (NGI) European testbeds and US
infrastructures.The reportanalysel different aspectof interactionand interoperability with external
experimental facilities including techmal connectiongovernance, adhoc collaboration and guided
collaboration (based on coordinated fundinghe following infrastructures were studied: Fed4HRE

NGI, PlanetLab, EOSC, GENI, Emulab, CloudLab, Chameleon, FABRIC, PAWR, EMPOWER, PRACE.

The folowing forms of collaboration and technicalinterconnectivity with other experimental
infrastructure and testbeds have been identified sarthlysed

1 Governancgcooperation)agreement Different levels of collaboratiocan bedefinedat the
governance levelAs an example SLICES is developing a collaboration effort at the
international level, and in particular with the UBased infrastructuregestbeds and projects
such as FABRIC, BRIDGES, Chaméleonalizingcooperation agreemeincan open wider
cooperation andacilitate joint research.

1 Technical cooperatiorat the level of services interconnectianAll studied examplesallow
technical cooperatiorand interconnection based ostandard APlor community defined

11
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standardized ARWhat is sufficient for most of casesr usingOpen-Source software stacks

for deeper services integratioh. t Qa A YLER NI yadG G2 y240S GKIFG £ F N
single software stack for all sites but they tend to agree on e.g., common APIs or common user

tools to make it easy for the usem@efining a common interoperability framework and set of

common APlswill provide a ground fofuture proof collaboration.

1 Ad-hoc collaboration SLICES should be open &irhoc collaboration e.g., for running
dedicated demonstrations or testisut structured collaboratiorand interconnection based on
cooperationagreement and commoimteroperabilityframeworkprovide abetter choice.

1 Sponsoed collaboration this kind of cooperation is established based on the funded project
in one or both parties. This is often practice of funding priority collaboration likeden US
and Europe or Europe arétazil

Standardization can also be an enabler to interact with other infrastructures based on API definitions

a.0. Based on the interaction/integration with existing infrastructures, this can also have an impact on
the need to support one or more software stacks for the nodes.

3. Design patterns and infrastructure deployment platform

3.1.Cloud nativeservices modetand cloud platforms

Clouds are becoming a common platform for deploying and operating largeisfralstructures to
support modern services and applications, such as 5G, mobile applicatichstry 4.0 as well as
scientific applications and infrastructures. All these examples benefit from the native cloud features:
on-demand provisioning and rapidcalability, high automation of services provisionimgtailed
services monitoring, and not the least, thmbal reach of cloud infrastructuseffered by major public
cloud providers.

Evolution of clouchosted services model went from cloud enabled aholid-basedservices that
migrated monolithic or traditionally tiered applications to cloud platform to modern cloud native
services model and using containers and microservices architecddigpting cloudnative services
model brings the following beneft

1 Fast services development and deployment

1 Easy services modification and continuous improvement to response user requirements

1 Availability of manyntegrated development environments and todtdéegrated with different
cloud platforms

9 Easy infrastruzire and services configuration and the possibility of creating reusable services
deployment templates and design patterns (or artefacts) that can be composed to create
necessary services

Cloud nativeapproach makes it easy to use hybrid cloud serviGesdf 2 @ YSYy i Y2RSf 6 KSNEB
infrastructure includes private cloud part for sensitive and kaghilability services and public cloud

migrate betweenprivate and public cloud benefiting from virtually unlimited private cloud resources
and global reach. This might be beneficial for large scale experimentations where SLICES can benefit
from global features of the major cloud service providers such as AM&msoft Azure clouds which
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also offer vast free resources such as AWS Freeiikzure Free Servickhat in many casesan be
used for ad hoc experimentations.

When selecting private cloud platform, the best solution could be OpenStack whéddy used by
majority of RIs and EOSC members as a cloud platform for services deployment. OpenStack have
reached production maturity with the functionality comparable to major private cloud platforms.
There is a rich experience with OpenStack serdesglopment and operation among European RIs

and the research community

UsingOpenStack as a cloud platform would also simplify services and applications interoperability and
integration.In a particular case with EOSC interoperability and integratiare is a benefit of using
community developed services templates and design patterns, which can be reused as a whole
deployable services stack in the SLKBESndividual/component services, or connected to well
established EOSC infrastructure servidesvelldefined APIs as discussed above.

3.2.Development platforms and DevOps/SRpractices

To speed up the resources and services provisioning fedemmand provisioned experimental
environment, the SLICES will use modern technologies and tools for isfracture and services
deployment automation which are also supported by DevOps practices and environment. This is also
apractice in many European &id EOSGn particular ENVRIuses DevOps for virtual infrastructure

(VI) deployment and to ensure FAIR data services compliance. Typical DevOpdgpstiessfor VI
provisioning includes

9 Obtainand configureresources compose infrastructuregest services

91 Deploy VI and test in prproduction environmentrun adoption tests, test security aspects

91 Deploy VI and applications to the production environment, setup VI monitoring and
dashboard

1 Monitor operation and provide feedback to the development team, exlsustainability
options.

Essential fothe successful building of SLICEISand its sustainable operationtcsenable the whole
DevOpgipeline extended with the Site Reliability Engineering (SRE) practices that allow continuous
improvement of the produts and services with the ultimate goal to improve quality of services and

user experienceDevOpsSRE development and operation environment relies on the gewobriah
basedSY GANRB Y YSy il F2NJ aSNIBAOSA RSLIX 28 YSy il IANINEEG A 2
environment or approach) whidls commonly adopted by 5G and modern telecom sector.

The aevelopment and deployment processe supported by a number of Integrated Development
Environment (IDE) platforsmwhich are typically connected to a selectddud platform, in particular

one of the most popular public cloud platforms Amazon Web Services (AWS), Microsoft Azure, Google
Cloud Platform (GCP), OpenSourcecloud platforms such as OpenStack or CloudStack. It is important

4 Azure servicedittps://azure.microsoft.com/erus/pricing/free-services/ [Last accessed 26 August 2022].
5 AWS https://aws.amazon.com/free/ [Last accessed 26 August 2022].

6 EOSC DevOps framework and virtual infrastructure for ERXMR common FAIR data servidesps:/eosc
hub.eu/researchcommunities/eosedevopsframeworkand-virtualinfrastructureenvrifair-commonfair-data, [Last
accessed 26 August 2022].
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to mention that all cloud platforms support EC2 and S3 interfaces, which are originally defined for
compute and storage resources in AWS cldadmanaging compute and storage resources.

WP4 investigated and assessed existing cloud platforms and tqguisring services deploymethat
can be eaty adopted/configured to different cloud platformdheprimary goal was to test and get
experience with the tools and platforms for automated services deployment with using otiee of
popular cloud platformsni particular case AWS

The followingcloud automatiortools have been reviewed and tested:

1 Reviewed cloud deployment automation toofall allow creating reusabléemplates for
Infrastructure as Code provisioning
0 AWS CloudFormatidn
0 Azure Resource Mege?;
o OpenStack Heda'emplate$
1 Reviewed general purpose infrastructure deployment and configuration tools
0 Ansiblé® ¢ the most popular among EOSC and RIs community
o Terraformt! ¢ popular among professionaloud-basedservices developers (primarily
used with Azure cloud)
o Kubernete¥ ¢ originally developed by Google, Kubernetes is a container
orchestration platform for automating the deployment, scaling, and management of
O2y G AYSNAT SR | Likdadighédiitdel? ag thede lfagto stahd@rd Br A (1 Q&
container orchestration and is the flagship project of the Cloud Native Computing
Foundation
9 Tested use of AWS CloudFormation for simple services deployment on AWS cloud comprising
few basic services suck 8C2 VM/compute, S3 Storage, database, Virtual Private Cloud (VPC)
network configuration, monitoring services.
1 Tested Ansible infrastructure deployment and configuration tools for boittudbased
services and general infrastructure services
0 Sample serge templates (which are called playbooks in Ansible) have been created
and tested with AWS that can further be used as templates for intended design
patterns.

The following sections provide more information about Ansible, udformation together with
exampes of CloudFormation templates and Ansible playbdoksimple services and/or experiments
are collectedare availableon the WP4/activity githulinttps://github.com/slicesdat&?.

7 AWS CloudFormatiohftps://aws.amazon.com/cloudformation/Lastaccessed 26 August 2022].

8 Azure Resource Manager documentatiohttps://docs.microsoft.com/erus/azure/azureresourcemanager) [Last
accessed 26 August 2022].

9 Red Hat Traing: Chapter 2. Understanding Heat Templatesips:/access.redhat.com/documentation/en
us/red_hat openstack platform/13/html/advanced_overcloud customization/sautlerstanding_heat templates [Last
accessed 26 August 2022].

10Red Har Ansible websitehttps://www.ansible.com/ [Last accessed 26 Aug2822].
11 Terraform websitehttps://www.terraform.io/, [Last accessed 26 August 2022].
12Kubernetes websitejttps://kubernetes.io/, [Last accessed 26 August 2022].

13 Github SLICEB:ps://github.com/slicesdata[Last accessed 26 August 2022].
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3.3.Cloud automationtools tested
3.3.1. AWS CloudFormation

AWS CloudFormation iscboud-basedinfrastructure as code (laS) tool by AWS, which enables the use

2F GSYLJXFdSa G2 RSLIX2& RAIAGEE AYyFNF adNHzOGdzNE O
define which resources shild be present, how they should be configured and which dependencies

exist between the resources. It also allows for referencing other resources within a template as well

as information about these resources. Besides this the template can contain reésrémgseudo

parameters, which provide information about the current stack as well as parameters which are
provided by the user during stack creation.

These reusable stack templates are written in either JSON or YAML and can be created manually or
with the help of CloudFormation Designer which is an AWS tool that provides a more visual way to
create or edit templates. The template language can also be extended using custom resources,
modules and hooks. Custom resources allow the use of provisioning resgyme® not listed by
default; modules allow for small sections of preconfigured templates to be used in other templates
and hooks are pieces of custom logic that inspect the template before provisioning to enforce
requirements and guidelines. These extens can also be listed in the extension registry.

From these templates multiple stacks can be launched. These stacks can also be deleted which reverses
the provisioning. A stack can be created from a template alone or with existing resources, which adds
existing resources into the stack along with resources defined in the template. Existing stacks can be
changed using direct updates or by using stack sets. Direct updates immediately apply the changes,
while update sets allow the user to the first reviewvithich ways the resources will change before
applying the update. Changes to stacks might result in a resource being recreated completely or
updated in place.

3.3.2. Ansible

Ansible is a DevOps/IT automation tool that can be used to provision and configure digital
infrastructure. It works using pushbasedmodel meaning there is a central node from which remote
connections are established to the client nodes, called hosts, and command line scripts are executed
to change the configuration or run programs. The remobnnection is usually executed via SSH, but
other methods are available. A consequence ofpthishtbasedmodel is that the hosts don't require a
special agent to be installed and only need to be set up for the remote connection.

The desired state of avgn host is described in lists of tasks called a play. A task describes an action
to be taken on that host. These actions are generally declarative (for example, setting the state of a
package to be present), but can also be imperative (for example, byugrg a command directly
using the "command" module). Multiple of these plays can then be combined into a playbook, which
when executed, can set up multiple hosts at the same time.

The tasks in a play are described using modules. For example, some macukse "command”

module which executes a command on the target host, the "copy" module to copy files from the

central node to the target host, the "file" module to create/remove/set attributes files and

directories on the target host and the "apt" module to manage installed packages on a target host

using apt. Modules are combined into collections. The main collectidouifi-iné 6 dzi G KSNB | NX
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collections for services such a#NS* Google Clad'>, Cisco servicés Kubernetesas well as
community developed modules. These modules are generally developed pgimgn'’, but can be
written in any language.

Ansible also allows for setting variables for use during the executioplaf/aook. These variables can

be used to customize the playbook by changing parts of the configuration of tasks for each run, for
example, by changing the number of hosts provisioned. They can also be used to change the way a
playbook is executed by for ample, changing the way the connection is established. Finally, variables
can also be used with the "template” module to modify files sent to the hosts atinue, by for
example, setting the IP in a configuration file to the IP of the machine it iS@efihese variables can

be set per playbook, per play or associated with specific hosts. Setting the variables can be done in a
file, from the command line or be set from the output of previously executed modules in a playbook.

Ansible target hosts are maged using an inventory system. This inventory is generally defined using

a static inventory file where hosts are listed in a hierarchical tree of groups. In this inventory, the DNS
name or IP address of the hosts along with other arbitrary informatioruaitice hosts is saved. This
inventory is evaluated using a plugin, the two most used plugins are the YAML and INI plugins, however
plugins exist to read from a number of different data sources. Some plugins also enable the use of a
dynamic inventory wherghe inventory is retrieved from a remote source at #time. For example,

the aws_ec2®plugin uses the botdSAWS python API to automatically get all EC2 instances associated
with an AWS account when running a playbook.

3.3.3. Sample experiment

To test the useof infrastructure deployment applications for digital experimentation, a simple
experiment was designed in which three AWS EC2 instances communicate using th® MQTT
protocol. This experiment is split into four steps, experiment setup, experiment @macuata
processing and experiment cleanup. These are illustrated in the diagram listAgpendix D:
Deploymenttemplatesfor asample experiment

In general, one instance, referred to as theblisher, emulates an IoT sensor by generating random
sensor data and publishing this data on a certain topic to another instance acting as the MQTT broker.
The third instance, called the subscriber, is also connected to the broker and subscribeddopithis
Thus, the data generated at the publisher is sent to the broker, which forwards it to the subscriber.
The subscriber subsequently saves each sensor datapoint to an AWS DyriatabeB

In the first step, all experiment resources are provisiondehsE include AWS EC2 Security Group, the
three EC2 instancean AWS DynamoDB table and an EC2 key pair (only when using Ansible). The

14 AWS https://aws.amazon.com/[Last accessed 26 August 2022].
15Google Cloudhttps://cloud.google.com/[Last accessed 26 August 2022].

16 Certified integration: Ansible and Cisétitps://Www.Ansible.Com/Integrations/Netwoe{Cisco[Last accessed 26 August
2022].

17 Python,https://www.python.org, [Last accessed 26 August 2022].

18 EC2 inventoryhttps://docs.ansible.com/ansible/latest/collections/amazon/aws/aws_ec2_inventory.hfh@st accessed
26 August 2022].

19Boto3 documentationhttps://boto3.amazmaws.com/vl/documentation/api/latest/index.htm[Last accessed 26 August
2022].

20MQTT Specificationkttps://matt.org/mqtt -specification/[Last accessed 26 August 2022].
21 Amazon DynamoDBitps://aws.amazon.com/dynamodbfLast accessed 26 August 2022].
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security group is assigned to all three instances and ensures that they can communicate with each
other and allows for $$access. The publisher and subscriber instances are configured to have the
Paho python MQTT cliefitinstalled as well as having a python script which runs the experiment. The
subscriber instance also has the AWS boto3 python package installed to altogeitd data to the
DynamoDB table. The broker instance has a Mosquitto MQTT Bfakefigured and installed. Next,

the DynamoDB table has a single uuid string as a partition key. Finally, the EC2 key pair is only created
when provisioned using the atéé playbook as it needs SSH access to the instances to configure them.

For this experiment, alnsible playbook as well as a CloudFormation template were created. The
ansible playbook makes use of the ‘aws_ec2' dynamic inventory plugin to keep tragatdcAWS
resources. Since this inventory is only evaluated once when the playbook is initiated but new resources
are provisioned during the playbook execution the 'meta: refresh inventory' module is used to re
evaluate the current state of the inventonAs the AWS plugins use the boto3 python package to
connect to AWS, this package needs to be installed on the host node and the authentication credentials
need to be configured in the environment variables. The private key of the created EC2 key pair is
saved to the host node so it can be used to connect to the EC2 instances. After provisioning, the
playbook configures the EC2 instances, adding configuration files and installing packages.

In the CloudFormation template, the resources to be created are éefiwmith the relevant
dependencies among them. For example, the EC2 instances are dependent on the security group being
created so it can be assigned to them. Configuration of the instances is handled using the AWS cfn
helper script&which are installedd R  NHzy dzaAy 3 GKS W! aSNBFGFQ FASERS
will be executed when the instance is created and running. The cfn helper scripts read the metadata
section of the template where configuration like installed packages and existingafigesisted.

Parameters are used to allow the user to pass the AWS credentials needed for the subscriber script to
connect to the DynamoDB table.

For the experiment execution step, another Ansible playbook is created which runs the python scripts

on the sulscriber and publisher instances. For the CloudFormation scenario the scripts were started
manually using the AWS Management console. As CloudFormation is more focused on provisioning
infrastructure, it does not provide a good way to execute certain codeanmand. It is, however,
L2aaArAofS (G2 AO0KSRdzZ S (KA& RdzZNAy3I &Gk O1 ONBIGAZ2Y
creation as part of the setup, though care needs to be taken to set the right dependencies and use the
YOI NIV | f OiptkoInfotrdSChlidEormation when the configuration of an instance is finished.

The data processing step is described.Bi2 For the experiment cleanup stemaher playbook was
created, which simply terminates or deletes any resources created during the setup step. For
CloudFormation the created stack can simply be deleted and any created resources are terminated or
deleted.

22ECLIPSHPaho Python Clienittps://www.eclipse.org/paho/index.php?page=clients/python/index.pljbast accessed 26
August 2022].

28 Mosquitto, https://mosquitto.org/, [Last accessed 26 August 2022].

24 CloudFormation helper scripts referencéjtps://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/cfn
helperscriptsreference.htm] [Last accessed 26 August 2022].
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3.4.Interacting with EOSCompatible services
3.4.1. Interacting with EOSC Catalog: Provider and Resource APIs

The EOSC Provider and Resource ARilss(/providers.eoseportal.eu/openap)?® are the external

APIs that allow registration and discovery of a provider and a resource in the EOSC Registry serving the
EOSC Catalog. Includes API for prowigertroller, resourcecontroller, vocabularncontroller.
Technical details on the EOSC Provated Resource APIs are providedppendixB. EOS®rovider

and Resource APIs

3.4.2. Interacting with EOSC Marketplace

The EOSC Marketplace (MP) enables establishing provider/consumer relations onegoubdishices,

with the maximum process and negotiation automation. This process is supported by Order
Management System (OMS) SOMBGhat interacts with users/customers via Catalog, Offer
Configuration and User Space management, as illustratddgiare3. Communication between the
user as a consumer and a provider offering service is supported by Marketplace APIs.

Users

Offer Configuration Catalogue User Space MPUI
Resource Offering API Ordering API MP API
ordering configuration order details messages
technical parameters workFlow statuses
'y 4

EOSC Portal OMS
S I (SOMBO) 1 1

Community OMS

(Community MP) ;
» Operations

Team

» Community OMS
(JIRA)

Communities
& Providers

Figure3 ¢ EOSGnarketplace API architecture

The API of the EOSC marketplace enables two functions: offering and ordering by resource/service
providers and communities. The users are presented with a consistent EOSC marketplace User
Interface while providers, communitiesd operations can utilize the APIs to ensure interoperability.

25 EOS@rovider and Resource APistps://providers.eoseportal.eu/openapj [Last accessed 26 August 2022].
26 6SSOMBOQthe order management system for EOSC Pgaealow in productioa Bitps://eosc-portal.eu/news/sombe
order-managemenisystemeoscportal-now-production [Last accessed 26 August 2022].
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Providers and communities (aka Integrators), can choose from a minimum integration level facilitated
by the marketplace Ul through the SOMBO for order management or can opt for more complex AP
based integration with the EOSC marketplace APIs for ayfmieed order and offering management.

The SOMB@eference implementatiofY is based on the JIRA syst#&inttps://github.com/cyfronet-
fid/oms-adapterjira) and contains Marketplace API client which is responsible for communication with
the Marketplace Ordering API during tbeder management process (s€gured).

. 2
.‘ @ JIRA :

NG
M JIRAAPI

C M ) ==

Figure4 ¢ EOSC marketplace Order Management System

Both the ordering and offering APIs are HTTP based and use JSON format for request and response.
Authorization tokens are used to authorize boMPIs. In the case of ordering API, a token is issued
while OMS (order management system) registration is perfornlesthnical details on the APIs
specification/descriptionand API call examplesre provided in AppendixB. EOSProvider and
Resource APEnd AppendixC API caito EOSC Catalog

4. Data Management Infrastructuréor Experimental Data

4.1 Experiment deploymentand supporting infrastructure

SLICES will provide access to unique experimental facilities and testbeds operated by SLICES members
andsupported by infrastructure services to allow experingmianagement/control during the whole
experiment lifecycle includingthe support of the full cycle of the experimental data collection,
processing, visualization and publicatitand archiving. Experimental datgroduced in the SLICES
experimentswill become an important resource for researchers working on corresponding research
topics.

27 Service Order Management Backoffice (SOMBO)
https://wiki.eoscfuture.eu/display/PUBLIC/Order+Management+Architecture+and+Iinteroperaidlitidelines[Last
accessed 26 August 2022].

28 JIRA Adapterhtps://github.com/cyfronetfid/oms-adapterjira) allows using the JIRA functionality for managing the
process of order handlingnd negotiation between provider and consumer.
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Good examfe of the experimental workflow support is provided by thameleorcloud platfornm29
for Computer Science research whisha largescale, deeply reconfigurable experimental platform
built to support Computer Sciences systems resea@itameleoninfrastructure (CHF Cloud++) is a
cloud platform powered by OpenStack with bare metal)@enfiguration (Ironic), using OpenStack
Blazar reservation service for experimental resources reservation.

Chameleon/CHI experimental workflow includes stages relatedesmurce discovery, allocation,

dynamic configuration, orchestration and monitoring. The workflow management services is
supported by a rich library of orchestration templates and images created by the research community.

discover allocate
— —>| —>
resources resources

- Deeply reconfigurable

- Fine-grained - Allocatable resources: - Hardware metrics

- Complete nodes,VLANS, IPs - Appliance catalog - Fine-grained data
- Up-to-date - Advance reservations - Snapshotting - Aggregate

- Versioned and on-demand - Orchestration - Archive

- Verifiable - Expressive interface - Jupyter integration

- Isolation - Networks: stitching

and BYOC

Figure5 ¢ Chameleon experimental infrastructure workff§w

ChameleorprovidesJupyter integration for orchestration vihupyterLab service/portédiwhat allows
creating and managingeproducible experiment workflovs via Jupyter Notebook$ that can be
created and shared by researchers (esearch teams).

4.2 Experimentlifecycle and experimenworkflow description
4.2.1. Github

Github is widely used for managing scientific code and data and in particular proprietary code for
running experiments and processing experimental data. In this case, Github is used by the scientific
programmers in the same way as software developers, also benefiting from powerful functionality for

code sharing, integration and deployment (also referred to Blfftocess of Continuous Integration

and Continuous Deployment).

However, using github for experiment automation is limited by code portability which depends on the
individual scientific programmer style and may not provide sufficient code structurindgpamélised
interfaces to infrastructure computational and storage services.

29 Chameleon cloudyttps://www.chameleoncloud.org/about/chameleon/[Last accessed 26 August 2022].

30 https://www.chameleoncloud.org/media/filer_public/8d/a8/8da8b5#d99-46ce94ea61d4edd94531/cluster.pdfLast
accessed 26 August 2022].

31 JupyterLab Documentatiohttps://jupyterlab.readthedocs.io/en/stable/index.htm[Last accessed 26 August 2022].
32 https://www.chameleoncloud.org/blog/2019/10/25/reproduciblevorkflow-jupyter-chameleon/ [Last accessed 26
August 2022].
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4.2.2. Jupyter Notebook

Jupyter Notebooks are widely used in the scientific community for scientific data analysis and
reporting, however recent developments and uses are targeting thiestiientific research cycle,
including the full cycle of thexperimentdevelopment and exploration.

Chameleon infrastructure provided a good example of using Jupyter Notebooks in defining and running
experimental workflowshowever in Chameleon, JupytBiotebooks are used primarily for running
experiments on already provisioned experimental infrastructure which is provisioned in the
infrastructure provisiomg workflow.Paper by M.Beg, et #ldescribes other cases of using Jupyter
Notebooks for supportig reproducible experimental research.

SLICE& L gAfft  SOS Rlexpdiendets SuppbridsimydupyternNotebooks for different
aspects/activities in the experiment automatiamd experimental researcatamanagement®:

1. Notebooks as experiment drivers. These notebooks run the experiments from beginning to
end, starting with resourceeservations and going at least to data collection

2. Notebooks as experimental payload. The code contained within these notebooks is the core
of experiments. These notebooks run on the reserved resources, and either contain or control
the computation thatis the subject matter of the experiment

3. Notebooks for posprocessing. These notebooks are executed after an experiment to process
GKS NBadzZ §ad {dzlILI2NIAYy3I GKAA dzal 3S gAff 065 R
type of postprocessing expeet;

4. Notebooks for exploratory programming. Notebooks for exploratory programming are used
by users as a form of enhanced interactive shell in order to create new code through trial and
error;

5. Notebooks as tutorials. Notebooks as tutorials anéebooks praided to the users by teachers
that aim topresent and explain to the users some specific concepts.

To achieve experiments reproducibility, the experimental platform must provide-dedied
interfaces to experimental resourcesand data services that cabhe connected to the Jupyter
programming environmentThis is available in Chameleon scientific cloud and provided by the major
public cloud and Big Data infrastructure providers such as AWMS their SageMakerStudio
Notebook® and Microsoft AzurdData Suidio Notebookservicé” that is dso supported by the Azure
DevOps for Data Scienptatform?.

33Marijan Beg, Juliette Taka, Thomas Kluyver, Alexander Konovalov, MintReliggn Nicolas M. Thiéry, Hans Fangohr, Using

Jupyter  for  reproducible  scientific ~ workflows  [online] https://ieeexplore.ieee.org/document/9325550,
https://arxiv.org/ftp/arxiv/papers/2102/2102.09562.pd{Last accessed 26 August 2022].

BDNARRQpnnn | 02 YLzi SN & O-m&y/08w.drigsa0d.5/8/Grid 00 HER[Lakt hccadded 360 S

August 2022].

35 |_Luke Bertot, Lucas Nussbaum, Leveraging Notebooks on TestbédS$ DNARQpnnn /FASZ -IEBRERO L9999
Conference on Computer Communications Workshops (INFOCOM WKSHPS), 2021 [online]
https://ieeexplore.ieee.org/document/94845QLast accessed 26ugust 2022].

36 AWS SageMakestudio Noteboolg https://docs.aws.amazon.com/sagemaker/latest/dg/notebooks.htifilast accessed
26 August 2022].

37 AzureData Studio https://azure.microsoft.com/engb/services/developetools/data-studio/, [Last accessed 26 August
2022].

38 Team Data Science Process for data scientsticle, 2022https://docs.microsoft.com/erus/azure/architecture/data
scienceprocess/teamdata-scienceprocessfor-data-scientists [Last accessed 26 August 2022].
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4.2.3. CWL

To achieve experiment workflow portability (in addition to experiment reproducibility), the scientific
community uses scientific workflow languag&f. many workflow languages introduced in the past,
the Common Workflow Language is gaining popularity cemétimes.

The Common Workflow Language (CWik)a specification to describe digital workflows. It describes
how multiple steps in a computational workflow and theannections shoultbe defined. CWL itself

is only a specification, so a user needs agpam to execute workflows called a runner. A reference
implementation of such a runner exists called cwlt§ohoweverseveral workflowmanagement
systems also implement CWL support, for example, Apache Aitfl®tveamFlo#? and Toit2. Other
workflow management systems offer partial or experimental support, such as Galaxy

¢KS aidlyRINR RSTAySa /2 die asingasubsekdi OMIL. THeEe toRIS 4 O NA
can execute command line tools, evaluate javascript expressions or deft@ethoperations to be
implemented by a specific CWL runner. For each tool, the inputs and outputs need to be defined. It is

also possible to list requirements such as required software, the ability to process inline javascript or
certain files or directdes to be present during a run time, among other requirements.

¢tKSasS adsSLa OFy 0S O2Y0AYSR Ayl2 ¢g2N)]Ft26az | a2
workflow contains a list of steps, with each step having defined inputsoatlts. These steps are

not necessarily supposed to be executed in order but rather according to their dependencies on other

steps. Independent steps can thus also be run in parallel. These steps execute CWL tools, either defined

in the workflow itself oreferencing a tool defined in a separate CWL file. The steps can also execute

other CWL workflow, which allows for workflows to be nested. This works because for each workflow

the inputs and outputs need to be defined. Finally, arbitrary metadata and ada¢daaccording to

certain schemas can be defined in the workflows as well. The inputs of a workflow or tool are listed in

I &aSLINFrGS UoveyYtQ FAES LINPGARSR (G2 GKS /2 NYzyy S
to scatter, meaning it runs miiple times for each element of an array of inputs.

4.2.4. CWLlfor asample experiment

The data processing step in the sample experiment was implemented using CWL, spadsiicglthe
reference implementation of a CWL runner. The full workflow takes as input the AWS access
credentials and the name of the DynamoDB table containing the sensor data. After execution the
workflow has produced the sensor data in CSV format sdrjedate time and a description as well as

a line chart of the sensor data. Thisilistrated in the third step of the experiment diagram in
AppendixD: Deploymenttemplates for asample experiment

The first step of the processing runs a CWL tool which retrieves the MQTT sensor data from the
DynamoDB table using the boto3 python module. This tool takes as input the AWS credentials to
authenticate the client as well as the name of the table frofmch to retrieve the sensor data and

outputs the sensor data in JSON format. The next step in the workflow converts the data from the

39 https://www.commonwl.org/v1.2/ [Last accessed 26 August 2022].

40 https://github.com/commonworkflow-language/cwltoagl [Last accessed 26 August 2022].
41 https://github.com/Barskilab/cwl-airflow, [Last accessed 26 August 2022].

42 https://streamflow.di.unito.it/, [Last accessed 26 August 2022].

43 https://github.com/DataBiosphere/tojl[Last accessed 26 August 2022].

44 https://galaxyproject.org/ [Last accessed 26 August 2022].
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JSON format to a CSV file using thé¢® @@mmand line tool. This CSV file is then sorted by the data
time of the sensor masurements in the next workflow step. The sorted CSV is one of the outputs of
the workflow as well as the input to a CWL tool that uses the python pdhtiasary to create a
description of the data, including information such as the mean and standardhataev This
description is the second output of the workflow. Finally, the sorted CSV is also used as input to a CWL
tool which uses the gnuplétapplication to create a line chart of the sensor data.

The following code shows the contents of the CWL forkused for the data processing step of the
sample experiment with comments explaining the code. The tools used in each of the steps are defined
in separate CWL files and referenced in the workflow code.

#!/usr/bin/env cwl - runner

cwlVersion : v1.0
class : Workflow

# The inputs of the workflow as a whole

# These are referenced in the first workflow step

inputs :
AWS_ACCESS_KEY_IBtring
AWS_SECRET_ACCESS_K#ing
table_name: string

# In the following list the workflow steps are defined
steps :
# the first step, called "get_data" gets the sensor data from the DynamoDB table
get_data:
run: ../tools/get - dynamodb data.cwl  # the CWL tool is defined in this file

# the following list defines the inputs to the CWL tool

in:
AWS_ACCESS_KEY_ID: AWS_ACCESS_KEY_ID
AWS_SECRET_ACCESS_KEY: AWS_SECRET_ACCESS_KEY
table_name: table_name

# the output of this workflow step is defined as "dynamodb_data"

out : [dynamodb_data]

# the second step of the w orkflow converts the sensor data from JSON to CSV
convert_to_csv:
run: ../tools/json -to - csv.cwl

in :
# the input is the output of the previous step, "dynamodb_data"
json_file: get_data/dynamodb_data

out : [csv_file]

# the third step sorts the sensor data in CSV format
sort_csv:

run : ../ftools/sort.cwl

in:
file_to_sort: convert_to_csv/csv_file

sort_field:

default :2 # which column to sort by

out : [sorted_file]

# the 4th step creates a description of the data

45 Stedolan https://stedolan.github.io/jg/, [Last accessed 26 August 2022].
46 Pandashttps://pandas.pydata.org/[Last accessed 26 August 2022].
47 Gnuplot,http://www.gnuplot.info/, [Last accessed 26 August 2022].
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describe_data:
run: ../ftools/describe - csv.cwl
in:
# the input is the sorted CSV file from the previous step
csv_file: sort_csv/sorted_file
out : [data_description]

# the 5th step generates a line plot
generate_graph:
run: ../tools/graph - csv.cwl
in :
# the input is also the sorted CSV file from the 3rd step
csv_to_plot: sort_csv/sorted_file
out: [plot]

# the outputs of the workflow as a whole are the sorted CSV file from the thi rd
# step, the data description from the 4th step and the line chart from the 5th
# step
outputs :
data_csv:
type : File
outputSource : sort_csv/sorted_file
description:
type : File
outputSource : describe_data/data_description
plot:
type : File
outputSource : generate_graph/plot

AppendixD: Deploymenttemplates for a sample experimenprovides details on the experiment
deployment and execution deployment with Ansible playbooks and CloudFormation infrastructure
component templates. The solution has been deployed and tested on the AWS cloud and proved that
use oftemplatesboth for cloudresources and infrastructure and for experiment workflprovides
effective instrument and platform for SLICES experiments automation for the whole experiment
lifecycle.

4.3.Experimental Data Managemenhfrastructure andComporents

4.3.1. Experimental Data Manageent stages

Management of experimental data is an important aspect of the SERCB&d it includes a number of
services that must support all stages of the experimental data lifecycle, as illustrategline which

also includes reference to SLICES Data Storage and Management Infrastructure and activities typical
for experimental research such as Experiment planning and deployment (well explained in the previous
sections), the discovery of data from internal data archives and external sources that are needed for
correct experiment planning and setup as well as data publication and sharing. Also, another important
aspectof data management such as data curation andalqy assurance, must be supported by
infrastructure tools. The figure also indicates that the SLICES Data Management infrastructure should
be interconnected with the EOSC Scientific Data Infrastructure for data sharing and access.
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Figure6 ¢ SLICES Data Management stages and supporting infrastructure components.

Each Data Lifecycle stage: experiment setup, data collection, data analysis, and finally data archiving,
- typically works with its own data set, which dieked and their transformation must be recorded in

the process that is called lineage (that can also be extended to provenance for complex linked scientific

data). All staged datasets need to be stored for the purpose and possibly reused in later @socess

Many experiments and research require already existing datasets that will be available in the SLICES
data repositories or can be obtained/discovered in EOSC data repositories

4.3.2. Infrastructure components to support the experimental data management

Thefollowing are requirements to robust data management infrastructure (DMI) for experimental
data that follows from best practices and use cases analysis done in previous deliverables:

RDM1. Distributed data storage and experimental data(set) repositdn@dd support common data

and metadata interoperability standards, in particular common data and metadata formats.
Outsourcing of data storage tthe cloud must be protected with appropriate access control and
compliant with the SLICES Data Managementadi

RDM2. SLICES DMI should support the whole data lifecycle. It should provide interfaces to
research/experiment workflow and staging

RDM3. SLICES DMl shall provide PID (Persistent IDentifier) and FDO (FAIR Digital Object) registration
and resolution sevices to support linked data and data discovery that should be integrated with EOSC
services.

RDM4. SLICES DMI must support (trusted) data exchange and transfer protocols thatotilgw
basedaccess control to comply with the data protection regulagon

RDMS5.SLICES DMI must enforcemand application access control and identity management policies
adopted by SLICES community that can be potentially federated with the EOSC Federated AAI
RDM®6.Procedures and policies must be implemented for data ¢aneand quality assurance.

RDM?7. Certification of data and metadata repositories should be considered at some maturity level
following certification and maturity recommendations by RDA

The following infrastructure components, services and procedures brignplemented at different
infrastructure levels to ensure interoperability and FAIR compliance:

A. Data Infrastructure

9 Distributed data storage and repositories (for experimental data collection, processing and
archiving or publishinggllowing cross ISCES DMI access

PID/FDO infrastructure for data discovery and data linking

Data Catalogs and Metadata Catalogs organized as central or distributed hierarchical and
federated, that should allow/support data exchange with EOSC data infrastructure.

T
)l

25

www.slices-ds.eu

e —————
e




.
o | Scientific Large-scale Infrastructure for Computing-Communication Experimental Studies
: S I C e S D S Design Study

B.Data Management

1 Data modeling that includes data model definition ateployment as distributed database or
storage, in particular using standard SQL or NoSQL databases

1 FAIR data principles and metadata registries (schemas) that are supported by corresponding
infrastructure and user tools

1 Metadata definition for sharing angublication of data produced by SLICES

1 Metadata definition for the resource and experimental facilities description

C. Data Governance

1 Organisational and legal aspects in data handling

91 Policies and IPR, personal data protection

 Data Management Plan and A Yy AGA 2y 2F GKS 51 aGF {
responsibilities (focused on maintaining DMP and data quality)

=N
w
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Strategy for practical SLICES DMI deployment must include well defined procedures for distributed
data storage integration and linking emsure datas discoverable/findable and accessible across all
SLICERI. This should also relate to using external community @dadd-basedstorage and clear
procedure should be developed for data migrationeTechnical solution for this can be adapgi Data

Spaces concept that is used in industry and promoted by International Data Spaces Association (IDSA)
with their Reference Architecture Mod€land recently also discussed at RDA19 BoF on Data Spaces
TaxonomyP.

SLICES will consider connectingatml using EOSC community services for coordinating hybrid data
management infrastructure that may include both own data storage, as part of the private cloud, and
external data storage offered by EOSC and EGI commiihigyise of public cloudtorage and file
sharing services will be considered and regulated by data management policies.

One ofthe candidate data management services OneBabéfers scientific data spaces management
solution and can be considered as a native solution amongtifcéecommunity. Another assessed
service is EGI DataHudlihat allows enahihg simple and scalable access to distributed data for
computation, and to publish a dataset and make it available to a specific community, or worldwide,
across federated sitesand it is actually based on the Onedata technology

The main features offered by DataHub are:

Data(set) sources and storage registration and discovery of data via a central portal.

Access to data conforming to required policies which may be: unauthenticated open access;
access after user registration or access restricted to members of a Virtual Organization (VO).
Access to data via GUI, POSIX, CDMI

Support for many backends (CEBH, GlusterFS, POSIX, etc)

)l
1

)l
1

48 |DSA Reference Architecture Modebersion 3.0, 2019 [online] https://internationaldataspaces.org//wp
content/uploads/IDSReferenceArchitecture-Model-3.0-2019.pdf [Last accessed 26 August 2022].

49 RDA19 BoF on Data Spaces Taxonfonjine] - https://www.rd-alliance.org/researcliataspacesaxonomy [Last
accessd 26 August 2022].

50 OneData https://onedata.org/#/home[Last accessed 26 August 2022].
51EGI DataHubhttps://www.egi.eu/service/datahub/[Lastaccessed 26 August 2022].
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Metadata and shares management

Data import and data caching based on file popularity

Replication of data from data providers for resiliency and availability purposes. Replication
may take place either cdemand or automaticajl.

9 Authentication and Authorization Infrastructure (AAl) integration between the EGI DataHub
and with other EGI components and with user communities existing infrastructure.

= =4 =

5. SLICES Data Management dntkroperability aspects

5.1.Adoption of Open Scienceral Open Access, FAIR data principles

Open science is a policy priority for the European Commission and the standard method of working
under its research and innovation funding programmes as it improves the quality, efficiency and
responsiveness of researcihen there is active collaboration between academia, industry, public
authorities and citizen groups in the research and innovation process, creativity and trust in science
increases and also new problems/ideas emerge leading to further research andiifmmoactions.

That is why the European Commission encourages or even requires that beneficiaries of research and
innovation funding, make their publications available in open access and make their data as open as
possible. Furthermore, it encourages limg with the European Open Science Cloud (EOSC) to enable
not only storing, curating and sharing data but also facilitating access to other digital objects, such as
tools, methods, software and services. However, to achieve these objectives, severalgdmhaust

be addressed, with perhaps one of the most important ones, the interoperability and reuse of data, as
well as the careful consideration of issues such as Intellectual Property Rights (IPR) and licensing
agreements.

Reusability of data is a key avler for Open Science. Open data, which can be accessed without
restrictions, may nohecessarily bstructured in such a way to serve research and innovation activities

that require computational use of data. It is for that reason that the FAIR Prisciydee developed.

However, FAIR is not equal to open and that is why some open data may not be FAIR. FAIR data must

be geared towards human and machine readability and machine accessibility. Additionally, there are

Gl NR 2dza O2y aid NI AySiaaa ¢0 RIFI G'ALYW (R K S ¢&32de08Ky Y & LINK O |

The need for open and fair data is also evident in the new Open Science policy governing all funding
provided by Horizon Europe. All projects that collect, generate, process arsgréata, need to chely

define appropriate research data management and a detailed data management plan. The data needs
to be open by default, unless specific exceptions apply. The data also need to be FAIR by providing
persistent identifiers, using trusted repositories, rhawe-readable licenses and many more. The use

of the European Open Science Cloud (EO®Giripulsory irmany work programmes.

There are different approaches/practices and platforms used to support research data management,
focusing on features such as Af@hctionality, query and retrieval mechanisms, and supported
communities. The results of our investigation are detailed in D4.1, which summarizes the key
requirements to maximize interoperability:

1 FAIR principles: implementation should support Fg&iRciples
1 APIs: development of APks.§.,REST) for exposing metadata information to -eisers
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1 Repository Interoperability: support at least one metadata harvesting protaegl,Open
Archives Initiative Protocol for Metadata Harvesting (@MH)) to streamline data
dissemination

1 Flexible Referencing: develop a flexible engine for transforming the implemented metadata
format to the majority of welknown formats

9 Serialisation: support XML, JSON and YAML for data serialisation, while being extendible
support other formats in the future

1 Complex Querying: support both simple and advanced queries that allow users to use free
text search, combine filters and drill down to the individual components of each metadata
property;

1 User Experience: developuser friendly, intuitive Ul for designing and enhancing the user
experience according to user experience design (UXD) principles. The Ul must seamlessly offer
the functionality of the underlying infrastructure in an efficient and pleasant manner.

We foundthat amongst the most predominant platforms that support research data management is
Figshare and Zenodo, supporting the aforementioned features and more. An important characteristic
of Zenodo is that it is hosted by CERN, which increases the probailionf term sustainability. A
thorough comparison of these platforms can be founéf,imccording to which the only additional
feature that Zenodo supports is the ability to upload from Github, the predominant code hosting
platform for version control andollaboration.

In conclusion, SLICES can design its own dedicated research data management platform, use an
existing research data management platform, such as Zenodo or Figshare or combine both approaches
(e.g., use a repository only for publicationhe decision needs to take into account the cost of
developing the platform and the final requirements from all stakeholders. If the decision is to
implement a new platform, then the aforementioned objectives need to be fully met, so that the
solution is nore easily adopted by the community.

In the sections below, we provide specific requirementstfar adoption of open science and FAIR
data management and demonstrate how these were incorporatéal ine design of future SLICIRS

5.2.Adoption of the FAIR da principles

5.2.1. FAIR data principles and metadata management

FAIR (Findable, Accessible, Interoperable, and Reusable) Data Principles were dé\ielapelire

the longevity of data and to facilitate easier access to the wider research community to facilitate
further knowledge discovery and research transparency. Moreover, with the rapid expansion of the
digital ecosystem, the use of machines to pracdise vast volume of available data is crucial, as
humans cannot efficiently and effectively perform the relevant data processy, find, access,
reuse), without additional computational support. One important aspect that differentiates FAIR from
any other related initiatives is that they move beyond the traditional data and they place specific
emphasis on machinactionability, thus considering both humaitiven and machinelriven data

52Mislan, K.A.S. & Heer, Jeffrey & White, Ethan. (2015). Elevating The Status of Code in Ecology. Trends in Ecology & Evolution
31. 10.1016/j.tree.2015.11.006.

53 Wilkinson, M., Dumontier, M., Aalbersberg, I. et al. The FAIR Guiding Principles for scientific data management and
stewardship. Sci Data 3, 160018 (2018)ps://doi.org/10.1038/sdata.2016.1fLast accessed 30 August 2022]
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activities. The table below provides an overview of the four iggidprinciples and their main

components:

Table2 ¢ FAIR Guiding Principles

Code Principle
Findable
F1 (meta)data are assigned a globally unique and persistent identifier

F2 data are described with rich metadata (defined byteliow)

F3 metadata clearly and explicitly include the identifier of the data they describe

F4 (meta)data are registered or indexed in a searchable resource
Accessible

Al (meta)data are retrievable by their identifier using a standardizehmunications protoco

Al.1 | the protocol is open, free and universally implementable

Al1.2 | the protocol allows for an authentication and authorization procedure, where necessa

A2 metadata are accessible, even when the data are no loageitable
Interoperable

Reusable

11 (meta)data use a formal, accessible, shared, and broadly applicable language for kno
representation

12 (meta)data use vocabularies that follow FAIR principles

13 (meta)data include qualified references to oth@neta)data

R1 meta(data) are richly described with a plurality of accurate and relevant attributes

R1.1 | (meta)data are released with a clear and accessible data usage license

R1.2 | (meta)data are associated with detailed provenance

R1.3 | (meta)data meet domaknelevant community standards

To adhere to the above principles and to achieve efficient and effective sharing and reuse of data

within and outside SLICES, appropriate metadata should be designed and developegudtiigh

metadataare as important as data, and adequate resources should be allocated to cater for metadata
operations. This means that appropriate protocols and procedures should be put in place on metadata

operations (i.e., creation and operational workflonashisuring poper management and stewardship.

These protocols should also incorporate automated metadata production (e.g., metadata extraction)

whenever possible and appropriate, decreasing both human effort and errors (e.@f pisselefined

lists from establishedacabularies)thus further contributing to enhancintie quality of data.

Metadata management should also be considered as an evolutionary process. Metadata attributes

may be transformed, adapted or enhanced over time to ctderew or revised requiremest As such,

metadata should be flexible and open, allowing for enrichment. Furthermore, metadata change

YIylF3aSYSyid akKz2dzZ R 6S LINIG 2F RIFEGE 3I3208SNYFyO0SQa L

as versioning.

As such, several design principles dddee considered to facilitatthe management and sharing of
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compliance with open access and FAIR principles. SLICES considers several design objectives for

effective and efficient metadata management, which are detailed in D4.3 and are summarized below:
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91 Flexible Hierarchical Metadata Model design, which supports: (a2) compulsory dagadstic
attributes and can describe any digital object, ensugogipliance with FAIR principles; and
(b) optional, domairspecific attributes to further enhance the description of the object for
specific domains

1 Hybrid Metadata Production, which supports automated machine generated metadata to
streamline metadata prodction and manual, humabased entries to personalize the
information;

1 Wideranging Interoperability, by incorporating attributes to support different levels of
interoperability: semanti¢ which will allow internal and external systems to discover and
understand what the underlying object is; legal, which describes the restrictions in the data;
and technical, which will enable systems to communicate effectively using appropriate
catalogues and services

1 Enhanced Discovery, by supporting both manual. (&egywords) and automatic descriptors
(e.g., creation date, file size) but also using bmildata analysis functions (e.g., term document
frequency) to allow for efficient discovery by external systems. Facilities for transforming to
other metadata fornats should be supported also

1 Longterm Reusability, to cateto enhanced or revised requirements for the metadat
throughout the lifetime of the project. The metadata model must incorporate appropriate
elements to describe the metadata model itself, inéhgl specific attributes, such as the
metadata version, and utilize services where systems or users can obtain this info.
Vocabularies and Standards utilized by specific attributes should also be versioned. This will
also enable mappings between differenergions of the same metadata records further
enhancing reusability and interoperability

1 MetadataGovernanceto ensure metadata quality, proper maintenance and audit.

5.2.2. Technical aspects in implementing FAIR data principles

Besides Data Management Plandabata Governance Policy which are the main instruments to
implement and maintain the FAIR principles, a number of dedicated infrastructure services must be
implemented and available.

The following technical aspects need to be addressed when implemergifydata principles:
To ensure data Findability, the following services must be available

Metadata and PIQ infrastructure and tools;

Metadata registries, mapping, tools

PID and handles registries and resolution service
Source and usagmlicies, SLA management

= =4 =4 =4

To ensure data Accessibility, the following services must be available

1 Repositories and data storage: infrastructure and management

9 Data protection, compliance, privacy and GDPR

9 Data access protocqls

9 Data usage policies and@ess control: infrastructure and APl management

To ensure data Interoperability, the following services must be available
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I Standard formats for data, metadata and API
1 FAIR maturity level compliance and certification

To ensure data Reusability, th@lowing services must be available

1 Data provenance and lineage; data origin and experiment description to ensure
reproducibility,
1 Reliable and persistent data storage and databases, data backups

5.3.Metadata description and registration
5.3.1. Resultsaachieved in the Deliverable D4.3

SLICES wants to fully endorse and adopt the FAIR principles through appropriate metadata profiles
that enable efficient and effective interoperability and cralisciplinary research.

The D4.3 deliverable presented the initial proposal of the SLICESateefadfiles, primarily Provider

and Resource profiles as defined by the EOSC Catalog. The report prawideerview of several
important metadata standards and highlighted their purpose. Measures and solutions to comply with
the FAIR guiding principlese discussed and implemented when defining the metadata profiles. The
report also presented considerations for the transformability and management of the metadata that
should address the task of integrating data from different experiments and tools.

SLICE proposes a flexible hierarchical metadata model consisting of three levels. The first level
consists of compulsory domaagnostic information that can describe any digital object (e.g., data,
services), ensuring that it conforms to FAIR principles ayiitid. Additionally, to enhance machine
actionability for specific commonly used types of digital objects, such as data, services, and software,
SLICES employs the second level of compulsory metadata attributes that are type specific. Finally, the
third level incorporates optional domaispecific attributes to further enhance interoperability for
specific communities. Where appropriate, SLICES will support additional optional metadata attributes
accompanied by their metadata model to further enhance theadigsion of the object. The model
comprehensively describes data objects and also allows to be easily extended with new attributes or
new types/categories as well as with new additional hierarchy levels.

5.3.2. MSI10 progress and results

The SLICES metadata [ilesf have been specified and their conformance to the FAIR principles has
been positively evaluated. Additionally, the preliminary EOSC provider digital object, which can be
used to register SLICES Rl on EOSC has been prepared and tested.

For the SLICESoRider profile, the following metadata are provided:

Code attribute code having prefix EPP.x (predefined by EOSC)
Attribute Name

Value

Recommendation

Definition

=A =4 =4 =4 =4
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Type
Multiplicity
Required
Public
Example

=A =4 =8 =8 =4

All metadata are grouped in the followingooks:

Basic Information
Contact Information
Maturity Information
Other Information

=A =4 =4 =9

SLICES metadata templates are stored in the project document store.

5.3.3. SLICES Metadata Implementation

The preliminary design of the SLICES metadata prdiasdeen implemented with a focus on
flexibility, modularity, and extensibility. The adopted approach allows to support future evolution of
the metadata profiles as well as ensuring their portabilityoss various platforms and deployment
scenarios. The implementation consists of 3 key parts: the SLICES FAIR Digital-ebf@egdSinition,
conversion to and from other standards (currently supporting DublinCore and DataCite) and a test user
interfaceto access and test the aforementioned functionality.

Figure7 ¢ SLICES Fair Digital Object (preliminary model)

The SFDO is represented as a single cthascontains all the metadata fields/attributes as illustrated

in Figure7. The model supports specific constraints, such as the nullable constraint, where a field can

beYF N] SR & al oaSyid¢ o inhédvaludcguldadihie pazsgd-diringNdpbrghe y o6 S o3
fields are annotated with standardized metadata, which can be used for generation and programmatic
consumption of metanetadata of the SLICES metadata jpesfto facilitate machine actionability. This
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meta-metadata includes information, such as the SLICES code of each field, access options, required
resource type for a specific field and others as illustrateigures.

>> ScientificDomains {

Figure8 ¢ Example of modifiers/annotations for each attribute #30

Conversion to and from other standards is facilitated via a dedicated module for stantard,
providing flexibility for both development and deployment. Each module consists of 3 main
componentsg serializer, importer and exporter. The serializer is responsible for converting between
transferable representation (e.g., json, xml) and armi@mory representation. The importer is
responsible for mapping the imemory representation of the external standard to the SLICES model,
while the exporter is responsible for the reverse process. Finally, a converter class acts as a wrapper
to combine tle 3 parts into a single interface for other code to consume.

The conversion system supports one or more serialized formats for each external (not SLICES)
standard. As such, standards with multiple formats will likely require multiple serializers. For
convenience, a default format is defined for most standards. Finally, the converter can be queried for
supported formats€.g.,to present a choice for the user in a Ul).

¢KS dzZaSNBR 2NJ YI OKAYS AyGSNxIOyY & OG2AREK isckl @ 3l BtYS ¢
input. At the moment CLI and desktop GUI frontends have been implemented for testing purposes,

but this can be expanded to any formthre future, such as web applications, mobile applications, etc.

Likewise, the location of the source and outpf the conversion can be anythigdn-memory strings,

files on disk, etc. Additionally, the first 2 partsBBO definition and converters) are versioned with the

intention of being duplicated for each iteration of the SLICES standard. This allowsendtsions of

SLICES to be used simultaneously.(to convert a single record between them).

6. Data Management Plan (revision and update)

The final data management plan records the last actions performed for the data generated and
managed throughout the project. It includes a breakdown ofdhterent types of data collected, such

as project related data, datasets and software, and detildow they are managed through the
project. It also provides information about certified digital repositories that were utilized to store the
project data, such as Zenodo for deliverables and GitHub for software code.
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In collaboration with WP3 and withthe context of this design study, the role of the data management
director has been defined within the Coordination and Manageng@ifice (CMO) to manage all data
related aspects of the future SLICEIS The governance structure described in D3.4 positiba data
management director as a thematic director directly below the CEO. D4.1 provides a description of the
RANBOG2NDA YIFIAY NBalLRyairAoAtAGASaD

Intra- and interInteroperability issues and key design choices are also described in the DMP and
detailed inD4.2, including integration with EOSC. The deliverable describes the key decisions made for
the key semantic and technical building blocks such as Authentication and Authorization (AAI),
persistent identifiers (PID) policy and application programmingfates (APIs). These design choices
are selected in such a way that they fulfill the interoperability requirements. Additionally, the data
management plan provides a description of the implementation of the metadata profiles as these were
described in D4.3In particular, the description demonstrates how t8&ICES FAIR Digital Object (S
FDO) was implemented, adhering to the proposed hierarchical design. The conversion to and from
other standards (currently supporting DublinCore and DataCite) is alsoluksghcri

The DMP also describes matters mrfotection of personal data and privacy rights, including a
description of the technical and organisational measures that were implemented to safeguard the
rights and freedoms of the data subjects/research particigaihedeliverable, in collaboration with

D7.1 also covers relevant security aspects in line with the measures that were implemented to prevent
unauthorised access to personal data.

In conclusion, the final version of the DMP, covers all aspects required for effective data management
for the SLICEBS project and key decisions taken for the future SERIB®&ject. The DMP considers
recent development in FAIR principles, Open Seiemd data management best practices and details
how the project effectively addresses data management responsibilities and resources, data collection
and reuse, data quality assurance procedures, metadata models and management, storage
considerations, legl and ethical requirements and data sharing, interoperability and -tenm
preservation.
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7. Conclusion

The presented final deliverable summarises work done in the project to identify different aspects to
ensure SLICHS interoperability with EOSC andhet Research Infrastructures. Throughout the
project execution, WP4 provided recommendations to WP2 on architecture issues related to SLICES
internal and external interoperability and specifically interoperability with EOSC.

Thereport includeverview and assessment of the cloud native solutions and development platforms
that are important to ensure interoperability and fast integration of the SLICES services and
infrastructure with EOSC and external RIs. A hybrid cloud deployment model is suggestdibivemt
using a private cloud to deploy SLICES infrastructure and occasionally psisige clouds for
development and solution testing, also for rapid experimentation

The deliverable analises DevOps and cloud integration tools to define and managehdtégns for
interoperability and integration. Basic design patterns to support interoperability and integration have
been identified and tested in the laboratory development environment. Code examples are provided
in appendices and available on the WRA/elopment github.

To extend interoperability from infrastructure and dédtathe wholeexperimental research lifecycle
WP4 analysed general experiment workfl@amd corresponding infrastructure and services. This
includes both experiment workflow descriph, data modeling, and experimental data management
starting from the data collection and storing to data processing, data lineage/provenance and data
publication or archiving. Special attention is given to using experiment workflow definition and data
description that allow for experiment reproducibility and portability. Options with github, Jupyter
Notebooks and Common Workflow Language (CWL) were discussed.

The D4.5 Deliverable summaris¥¢P4 developments omesearchdata management services,
procedues and policies, including metadata definition, management and publication/registration
SLICES Provider metadata profilas defined and registered with the EOSC Provider Catalog. As
SLICERI develops and new services become available and mature, they will be registered with the
EOSC Services and Resources Catalog.

The deliverable also reports on the updates made to the Daaaadement Plan (delivered in D4.1 in

M6). This includes the adoption of the best practices in the DMP specification among European RIs and
EOSC, better data stewardship functions definition for experimental data management and update on
privacy and ethics.

In general, he WP4 delivered consistent view and technical recommendatiomghe interoperability

and integration with EOSC and external Rigladoption of the FAIR data principles in the SLIRES

The WP4 activity wasupported bythe active involement of the project partners in the activity of
EOSCand other related European and international initiatives to ensure the best use of existing
services for the research community as well as smooth data sharing to increase the efficiency of
research andddress needs of the European research community.
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8. Appendix A. The Platform Research Infrastructure as a Service (PRlaaS)

CKS tfFOGF2NY wSaSINOK LYFNFadNHzOGdzZNBE a | { SNIBAO
paper as an architectural sdlon for future RI leveraging platform model to deliver specialized and
community-oriented services.

A.1l. Proposed PRIlaaS Architecture Model

We propose the PRlaaS Architecture for FutureSDI as illustrated in Figure A.1. This model contains
the threegeneralized layers:

9 Virtualised Resources (VRYirtualised general compute, storage and network resources that are
composed to create infrastructure components and are used by other services and applications.

9 Actualisation PlatformThis is the main comment and layer that enables provisioning, monitoring
and operating fully functional instant Virtual RIs for specific scientific domains, projects, or
communities.

91 \Virtual (Private) RI (VirtRI)Virtual Rl provisioned on demand that contains a full seteotises,
resources and policies needed to serve the target scientific community and create full value change
of data handling. VirtRI is operated by the specific community and uses services provided by the
Actualisation platform, including the possibiliy crossplatform data sharing.

Users and external resourcexlude researchers, developers and operators, and external datasets.

Federation Access Infrastructure and Tenants Management FAI&TM) layer serves as interface layer
enabling communication betwee distributed Actualisation Platform resources and services and
generally distributed and multiorganizational VirtRI. FAI&TM is also the place where VirtRl and
Actualisation Platform policy are enforced and managed.

A.2. Actualisation Platform Components

Actualisation Platform includes the following groups of services required to develop, deploy, manage
and operate the Virtual RI during its whole lifecycle, including resources and users that can be grouped
into Virtual Organisations.

1 Core Infrastructure &vices (laaS & PaaS) including compute, storage, network, loT&Edge,
blockchain, Access Control and Federated Identity management, infrastructure sgcurity

1 Data Services including directory, metadata/PID, lineage/ provenance, FAIR &QA, semantic data
lakes,data analytics and Al togls

1 Management and Operation including Service Catalog and Lifecycle Management, orchestration
and management

1 Service provisioning and Fulfilment including user provisioning, SLA management and policy
provisioning

91 DevelopmentEnvironment and Tools that support DevOps process related to platform and VirtRI
development, provisioning and operation; this group also maintains the repository of API,
containers and design templates that can facilitate VirtRIl design and provisioning.

VirtRI provisioning process is based on sabbwn and commonly used DevOps tools and is supported
by the Management and Operation functions. As the PRIaaS platform progresses, the repository of the
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design patterns, templates and containerized applicatiang functions will grow. A starting point for
such a repository can be the EOSC Catalog which already contains information about API for
applications and services offered by existing RIs and service providers.

Figure A.1. The proposed PRIlaaS architectu

The policy provisioning, management and enforcement are important functions of the Actualisation
Platform that can be attributed to the Fulfilment function. The policy tisatlefined by the target
community is provisioned as a part of VirtRI provisioning. Policy management and enforcement

infrastructure should support policy roaming and combination for the mddtnain distributed
resources and tenants.
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